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Abstract

The literature has empirically shown that the labor wedge worsens during re-

cessions. Taking this statement into consideration, this study poses two questions:

First, what is the main driving force of the labor wedge, and second, is the main

driver of the labor wedge the same as that of business cycles? In this study, we

employ a commonly used medium-scale dynamic stochastic general equilibrium

model with nominal and real frictions to analyze which structural shocks drive the

fluctuation of the labor wedge and of business cycles. The model is estimated using

Japanese data. Our estimation strategy is a particularly novel approach. In standard

Bayesian estimation, the prior distribution of the parameters for the standard de-

viations of the structural shocks is the inverse gamma distribution, which does not

support zero value and assumes the existence of structural shocks. By contrast, we

employ a more flexible prior distribution of the parameters for the standard devia-

tions of structural shocks and measurement errors to allow for the non-existence of

structural shocks. Under the standard prior distribution, the estimation results im-

ply that the labor wedge is mainly driven by preference and transitory technology

shocks, whereas the investment adjustment cost shock is the most important for the

business cycle fluctuations. However, under our relaxed prior distribution, which

allows for the non-existence of structural shocks, the estimation results imply that

both the labor wedge and business cycles are mainly driven by permanent technol-

ogy and investment adjustment cost shocks.

Keywords: Labor wedge; DSGE model; structural shocks; measurement error;

prior distribution

JEL codes: E32; E37
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1 Introduction

It is well-known and empirically confirmed that the labor wedge, defined as the gap

between the marginal rate of substitution and the marginal productivity of labor, worsens

during recessions, as was the cause during the 1930s Great Depression and 2007–2009

Great Recession. Indeed, researchers have deeply investigated the labor wedge as an

important variable to understand business cycle fluctuations.

The main research questions of this study are as follows. (i) What is the main driving

force of the labor wedge in a commonly used medium-scale dynamic stochastic general

equilibrium (DSGE) economy? (ii) Is the main driver of the labor wedge the same as

that of business cycles?1 Recent literature on the medium-scale DSGE model shows that

such a model can account for the salient aspects of business cycle fluctuations. In the

literature, the labor wedge is often treated as an exogenous variable, and there exist few

studies on the source of the fluctuations of the labor wedge as an endogenous variable.2

If the labor wedge is an important variable to understand business cycles, then the main

driving force of the labor wedge should be the same as that of business cycles. Thus,

using Japanese data, we analyze which structural shocks drive the fluctuation of the labor

wedge and business cycles using a commonly used medium-scale DSGE model, which

has many nominal and real frictions as well as structural shocks.

One of special features of this study is the estimation strategy. In the standard

Bayesian estimation of DSGE models, the prior distribution of the parameters for the

standard deviations of the shocks is the inverse gamma distribution. This does not sup-

port zero value, and, therefore, the existence of structural shocks is assumed. Imposing

1We especially focus on output as the most important element in the business cycle.
2Some of these studies include Cheremukhin and Restrepo-Echavarria (2014) and Chahrour, Chugh,

Shapiro, and Lariau (2016), who investigate the source of the labor wedge in a DSGE model with search

and matching in the labor market. Our model, by contrast, is a commonly used medium-scale DSGE

model à la Christiano, Eichenbaum, and Evans (2005) and Smets and Wouters (2007).
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a non-existent structural shock can have a serious consequence on inference, in that the

estimated driving source of the business cycles and the labor wedge might be unreli-

able. To overcome this limitation, we employ a more flexible prior distribution of the

parameters for the standard deviations of shocks and measurement errors to allow for

the non-existence of shocks and measurement errors. Following Ferroni, Grassi, and

Leon-Ledesma (2015, 2019), we employ a normal distribution.

Under the standard prior distribution of the parameters for the standard deviations

of structural shocks, our estimation results imply that the labor wedge is mainly driven

by preference and transitory technology shocks, whereas the investment adjustment cost

shock is the most important for business cycle fluctuations. Meanwhile, under our re-

laxed prior distribution, which allows for the non-existence of shocks, the estimation

results show that both the labor wedge and the business cycles are mainly driven by

permanent technology and investment adjustment cost shocks.

As a result, if we employ an inverse gamma distribution—which is standard in the

literature, but imposes the existence of structural shocks—then the investigation of the

source of the labor wedge fluctuation might not be promising to understand business

cycles. This is because the source of the labor wedge is different from that of business

cycles. However, by using our more relaxed prior—the normal distribution—to allow

for the non-existence of structural shocks, the investigation of the labor wedge would

be more promising for understanding business cycles, that is, both the labor wedge and

business cycles are driven by the same structural shocks.

Related literature: Chari, Kehoe, and McGrattan (2002, 2007); Kobayashi and Inaba

(2006); Shimer (2009); Ohanian (2010); and Otsu (2011) are among some of the re-

searchers who emphasize the importance of the labor wedge in business cycles. Specif-

ically, Chari, Kehoe, and McGrattan’s (2002, 2007) business cycle accounting method

shows that the labor wedge is important for the Great Depression and the 1982 Reagan
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recession in the United States.3 Kobayashi and Inaba (2006) find that the labor wedge

is helpful to account for Japan’s lost decade during the 1990s and the 1920s recession.

Shimer (2009) and Ohanian (2010) find that the labor wedge worsens during recession.

In particular, Ohanian (2010) focuses on the Great Recession of the United States. Otsu

(2011) investigates the dynamics of the labor wedge of Japanese economy from 1980 to

2007.

In their investigation of the main driving force of labor wedge fluctuations, Hall

(2009); Shimer (2009); Pescatori and Tasci (2011); Cheremukhin and Restrepo-Echavarria

(2014); and Chahrour, Chugh, Shapiro, and Lariau (2016) emphasize the role of match-

ing frictions in the labor market. Duras (2017) finds that matching frictions in the goods

market, in addition to the labor market, help to account for fluctuations of the labor

wedge. Karabarbounis (2014a) empirically finds that fluctuations of the labor wedge

mainly reflect fluctuations of the gap between the real wage and the marginal rate of

substitution. He emphasizes the importance of modeling the household side of the labor

market. Karabarbounis (2014b) proposes that home production in the utility function

accounts for the international findings of the labor wedge. Zhang (2018) finds that the

collateral constraints of entrepreneurs is helpful to account for the variation in the labor

wedge during a credit crunch. Gallen (2018) investigates the source of the labor wedge

by considering both self-employed and employed workers.

Our medium-scale DSGE model does not include matching frictions, home produc-

tion, and collateral constraints, while these frictions are investigated by existing works

on the labor wedge. Instead, our model includes habit persistence and sticky wage, thus

generating a gap between the marginal rate of substitution and the real wage. Note, how-

ever, that our set-up does not contradict the Karabarbounis’s (2014a) empirical finding

that the household side is important for the labor wedge.

3On the other hand, Cho and Doblas-Madrid (2013) and Gunji (2013) claim that the role of the labor

wedge is limited in certain situations.
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Numerous studies have thus far investigated the sources of business cycle fluctua-

tions. In particular, King and Rebelo (1999) and Hayashi and Prescott (2002) empha-

size the conventional importance of technology shock. Even recent works by Kaihatsu

and Kurozumi (2014a, 2014b) find that technology shocks are the main driving force

of business cycles both in the United States as well as Japan. Meanwhile, Justiniano,

Primiceri, and Tambalotti (2010, 2011) and Hirose and Kurozumi (2012) emphasize the

importance of the investment adjustment cost shock in business cycles. In our estimate,

we find the (permanent) technology and investment adjustment cost shocks as important

for business cycles, consistent with prior findings.

Our estimation method is based on the work of Ferroni, Grassi, and Leon-Ledesma

(2015, 2019), who propose an estimation method allowing for the non-existence of struc-

tural shocks. They find that government spending, price markup, and wage markup

shocks in the United States do not generate significant dynamics using the model of

Smets and Wouters (2007).

The remainder of the paper is organized as follows. Section 2 introduces the model.

Section 3 shows the data and the estimation strategy of the model. Section 4 explains

the main results. Finally, Section 5 presents the conclusion.

2 The Model

2.1 The Model

Our model is a variant of the medium-scale DSGE model à la Christiano, Eichenbaum,

and Evans (2005) and Smets and Wouters (2007). Here, we introduce habit persistence,

adjustment costs of investment, and variable capital utilization, along with Calvo-type

nominal price and wage rigidities with partial inflation indexations.

The central bank follows a Taylor-type nominal interest rate rule. There are many

structural shocks: permanent and transitory technology, preference (a shock to the dis-
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count factor), labor supply (a shock to the weight of disutility from labor supply), invest-

ment adjustment cost, price markup, wage markup, government purchases, and mone-

tary policy shocks.45

Final-good firms: The final-good firms are perfectly competitive, and they produce a

homogeneous final-good Yt using an intermediate-good Yt( f ). The production function

is given by

Yt =

[∫ 1

0
Yt( f )

1
1+λp

t d f
]1+λp

t

, (1)

where λp
t is a time-varying parameter for elasticity of substitution among intermediate-

good θp
t > 1, which is defined by λp

t = 1/(θp
t − 1) > 0.

Profit maximization implies the demand function of intermediate-good Yt( f ):

Yt( f ) =
[
Pt( f )

Pt

]− 1+λp
t

λ
p
t

Yt, (2)

where Pt is the price of final-good Yt and Pt( f ) is the price of intermediate-good

Yt( f ).

Intermediate-good firms: The intermediate-good firms are monopolistically com-

petitive. The intermediate-good firm indexed by f ∈ [0, 1] produces differentiated

intermediate-good Yt( f ) using labor input ℓt( f ) and capital service KS
t ( f ). Then, the

production function is given by

4In our model, the investment-specific technology shock is eliminated from the model of Hirose and

Kurozumi (2012), and the transitory technology shock is introduced.
5As explained in Section 5, we redefine the wage shock as the linear combination of the labor supply

and wage markup shocks because the labor supply and wage markup shocks cannot be identified in this

model.
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Yt( f ) = exp(zzt
t )[KS

t ( f )]α[ZP
t ℓt( f )]1−α − ΦZP

t , (3)

where α ∈ (0, 1) is the cost share of capital; Φ is the fixed cost of production; zzt
t is the

transitory technology shock; and ZP
t is the permanent technology that evolves according

to

log Zp
t = z∗ + log ZP

t−1 + zzp
t , (4)

where z∗ is the steady-state growth rate of ZP
t and zzp

t is the permanent technology shock.

Both zzt
t and zzp

t follow the AR(1) process. The last term in the production function,

ΦZP
t , is multiplied by ZP

t to guarantee the existence of the balanced growth path. Then,

the cost minimization of intermediate-good firms implies

Rk
t = mct α exp(zzt

t )
[
ZP

t ℓt( f )
KS

t ( f )

]1−α

, (5)

Wt = mct (1 − α) exp(zzt
t )ZP

t

[
ZP

t ℓt( f )
KS

t ( f )

]−α
, (6)

where mct is the real marginal cost, Rk
t is the rental rate of capital, and Wt is the real

wage rate.

Next, we introduce the Calvo-type sticky prices. In every period, a fraction ξp ∈

[0, 1] of intermediate-good firms can reoptimize their prices. The other firms index their

prices to the weighted average of past inflation (πt−1) and the steady-state inflation (π∗):

π
γp

t−1(π∗)1−γp , where γp ∈ [0, 1] is the relative weight of the past inflation. The objective

function of the intermediate-good firms that reoptimize their prices at period t is

Et

∞∑
j=0

(
βξp

) j
(
Λt+ j

Λt

) Pt( f )
Pt+ j

j∏
k=1

(
π
γp

t+k−1(π∗)1−γp
)
− mct+ j

 Yt+ j( j), (7)
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where Λt is the marginal utility of consumption of households and β jΛt+ j

Λt
is the

stochastic discount factor. The demand function for Yt+ j( f ) is given by

Yt+ j( f ) =

Pt( f )
Pt+ j

j∏
k=1

(
π
γp

t+k−1(π∗)1−γp
)
−

1+λp
t+ j

λ
p
t+ j

Yt+ j. (8)

The reoptimized price Po
t is the same for all intermediate-good firms. The first-order

condition for reoptimized price Po
t is

1 =
Et

∑∞
j=0(βξp) j (1+λp

t+ j)mct+ jΛt+ jYt+ j

λ
p
t+ j

[
P0

t
Pt

∏ j
k=1

(
πt+k−1
π∗

)γp π∗

πt+k

]− 1+λp
t+ j

λ
p
t+ j

Et
∑∞

j=0(βξp) jΛt+ jYt+ j

λ
p
t+ j

[
P0

t
Pt

∏ j
k=1

(
πt+k−1
π∗

)γp π∗

πt+k

]− 1
λ

p
t+ j

. (9)

Households: The household indexed by h ∈ [0, 1] consumes Ct(h), invests It(h), holds

safe asset Bt(h) and capital stock Kt(h), and supplies differentiated labor service ℓt(h).

The utility function is then given by

E0

∞∑
t=0

βt exp(zb
t )

[
[Ct(h) − θCt−1(h)]1−σ

1 − σ − Z1−σ
t exp(zℓt )ℓt(h)1+χ

1 + χ

]
, (10)

where β ∈ (0, 1) denotes the discount factor; σ > 0 is the elasticity of intertemporal

substitution; θ ∈ (0, 1) is the degree of habit persistence; χ > 0 denotes the inverse

of the labor supply elasticity; and zb
t and zℓt are the structural shocks to discount factor

(preference shock) and labor supply (labor supply shock), respectively. The technology

term Z1−σ
t appears in the disutility of labor supply, as employed by Erceg, Guerrieri, and

Gust (2006), to ensure the existence of a balanced growth path.

The budget constraint of the household is

Ct(h) + It(h) +
Bt(h)

Pt
= Wt(h)ℓt(h) + Rk

t ut(h)Kt−1(h) +
Rn

t−1Bt−1(h)
Pt

+ Tt(h), (11)
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where Pt denotes the price level, Wt(h) is the real wage rate, Rn
t is the nominal gross

interest rate, Rk
t denotes the real rental rate of capital, ut(h) is the capital utilization rate,

Kt−1(h) is capital stock at the end of period t − 1, and Tt(h) denotes a transfer from the

government and firms.

The capital stock evolves as follows:

Kt(h) = [1 − δ(ut(h))]Kt−1(h) +
[
1 − S

(
It(h)

It−1(h)
exp(zi

t)
z∗

)]
It(h), (12)

where zi
t is the investment adjustment cost shock. In this specification, the cost of high

capital utilization is a high depreciation rate of capital, as in Greenwood, Hercowitz,

and Huffman (1988), that is, δ′(·) > 0, δ′′(·) > 0, and δ′(u∗)/δ′′(u∗) = µ, where u∗ is

the steady-state capital utilization rate. The functional form of the adjustment costs of

investment is given by

S (x) =
1
ζ

(
x − 1

)2

, (13)

where 1/ζ > 0 is the degree of adjustment cost of investment.

Because of the existence of complete insurance markets, the decisions of Ct(h), Bt(h),

ut(h), Kt(h), and It(h) are the same for all households; then, the first-order conditions are

given by

Λt = exp(zb
t ) [Ct − θCt−1]−σ − βθEt

(
exp(zb

t+1) [Ct+1 − θCt]
)
, (14)

Λt = βEt

[
Λt+1 ·

Rn
t

πt+1

]
, (15)

Rk
t = Qt δ

′(ut), (16)

1 = Qt

[
1 − S

(
It

It−1

exp(zi
t)

z∗

)
− S ′

(
It

It−1

exp(zi
t)

z∗

)
It

It−1

exp(zi
t)

z∗

]
+ βEt

Λt+1

Λt
Qt+1 S ′

(
It+1

It

exp(zi
t+1)

z∗

) (
It+1

It

)2 exp(zi
t+1)

z∗

 , (17)

Qt = βEt

[
Λt+1

Λt

{
Rk

t+1ut+1 + Qt+1

(
1 − δ(ut+1)

)}]
, (18)
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whereΛt is the marginal utility of consumption, πt+1 = Pt+1/Pt is the gross price inflation

rate, and Qt is the real price of capital, which is defined as the ratio of the Lagrange

multiplier of the evolution of capital to the marginal utility Λt.

Wage setting: The household supplies its differentiated labor service ℓt(h) to the intermediate-

good firms. Then, the labor market is monopolistically competitive. The intermediate-

good firm f aggregates its labor inputs ℓt( f , h) according to the following technology:

ℓt( f ) =
[∫ 1

0
ℓt( f , h)

1
1+λwt dh

]1+λw
t

, (19)

where λw
t is a time-varying parameter for the elasticity of substitution between labor

supplies θwt > 1, which is defined by λw
t = 1/(θwt − 1) > 0. The cost minimization of

the intermediate-good firm and the aggregation over intermediate-good firms imply the

following demand function of labor ℓt(h):

ℓt(h) =
[
Wt(h)

Wt

]− 1+λwt
λwt
ℓt. (20)

We now introduce the Calvo-type sticky wages as in Erceg, Henderson, and Levin

(2000). In every period, a fraction ξw ∈ [0, 1] of households can reoptimize their

wages. The other households index their wages to both the gross steady-state balanced

growth rate (z∗) and the weighted average of past inflation and the steady-state inflation,

π
γw
t−1(π∗)1−γw , where γw ∈ [0, 1] is the relative weight of the past inflation. The objective

function is

Et

∞∑
j=0

(βξw) j

Λt+ jℓt+ j(h)
(

PtWt(h)
Pt+ j

) j∏
k=1

(
z∗πγw

t+k−1(π∗)1−γw
)
−

Z1−σ
t+ j exp(zℓt+ j)ℓt+ j(h)1+χ

1 + χ

 ,
(21)

and the labor demand function is given by

ℓt+ j(h) =

 PtWt(h)
Pt+ jWt+ j

j∏
k=1

(
z∗πγw

t+k−1(π∗)1−γw
)
− 1+λwt
λwt

ℓt+ j. (22)
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The reoptimized wage Wo
t is the same for all households. The first-order condition for

reoptimized wage Wo
t is

1 =

Et
∑∞

j=0(βξw) j (1+λw
t+ j) exp(zb

t+ j) exp(zℓt+ j)Z
1−σ
t+ j

λw
t+ j

ℓt+ j

[
Wo

t (z∗) j

Wt+ j

∏ j
k=1

(
πt+k−1
π∗

)γw π∗

πt+k

]− 1+λwt+ j
λwt+ j


1+χ

Et
∑∞

j=0(βξw) jΛt+ jWt+ j

λw
t+ j
ℓt+ j

[Wo
t (z∗) j

Wt

∏ j
k=1

(
πt+k−1
π∗

)γw π∗

πt+k

]− 1
λwt+ j

.

(23)

Central bank: The central bank follows a Taylor-type nominal interest rate rule. That

is,

log Rn
t = ϕr log Rn

t−1 + (1 − ϕr)

log R̄n + ϕπ
1
4

3∑
j=0

log
πt− j

π∗
+ ϕy log

Yt

YP
t

 + zr
t , (24)

where π∗ is the steady-state inflation rate, YP
t is the potential output, and zr

t is the mone-

tary policy shock. Parameter ϕr ∈ [0, 1) represents the degree of interest rate smoothing,

and ϕπ > 1 and ϕy ≥ 0 are the monetary policy responses to inflation and output, respec-

tively. Then, the potential output YP
t is defined by

YP
t = [u∗k∗ZP

t−1]α[ZP
t ℓ
∗]1−α − ΦZP

t , (25)

where u∗ is the steady-state of capital utilization, k∗ is the steady-state detrended capital

stock (Kt/ZP
t ), and ℓ∗ is the steady-state hours worked. This specification of the potential

output is similar to the estimates of Hara et al. (2006). In this specification, only the

permanent (technology) shock is considered as a driving force of potential output. This

setup is similar to the estimates of Fueki et al. (2016).

Aggregations and market clearing conditions: Because the decisions on ut(h), It(h),

and Kt(h) are the same for all households, the evolution of the capital stock (12) is given

by

Kt = [1 − δ(ut)]Kt−1 +

[
1 − S

(
It

It−1

exp(zi
t)

z∗

)]
It. (26)
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and the capital market-clearing conditions are given by

utKt−1 =

∫ 1

0
KS

t ( f )d f . (27)

Combining the cost-minimization conditions of intermediate-good firms (5) and (6)

and aggregation over intermediate-good firms yields

1 − α
α
=

Wtℓt

Rk
t utKt−1

. (28)

The real marginal cost is then given by

mct =
1

exp(zzt
t )

(
Wt

(1 − α)ZP
t

)1−α (Rk
t

α

)α
. (29)

Aggregating the production function (3) over intermediate-good firms yields

Ytst = exp(zzt
t ) [utKt−1]α

[
ZP

t ℓt
]1−α
− ΦZP

t , (30)

where st =
∫ 1

0

[
Pt( f )/Pt

]−(1+λp
t )/λp

t d f is the price dispersion of the intermediate-good

price. This price dispersion can be ignored in the linearized system around the steady

state, where the steady-state value is one.

Finally, the resource constraint is

Ct + It + g∗ZP
t exp(zg

t ) = Yt, (31)

where g∗ is the steady-state ratio of government purchases to output and zg
t is a govern-

ment shock.

Labor wedge: Following Shimer (2009), we define the labor wedge as follows:

(Labor wedge) =
1

1 − α

[
Ct

Yt

]
ℓ

1+χ
χ

t . (32)

This specification is based on the period utility log(Ct(h))− ℓt(h)1+χ

1+χ and the Cobb–Douglas

production function. This labor wedge is not the gap between the marginal rate of sub-

stitution and the marginal product of labor of our model. Because this labor wedge is
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consistent with that of Shimer (2009), it is possible to investigate the source of the labor

wedge fluctuation that is empirically observed.

Log-linearized equilibrium conditions and exogenous structural shocks The en-

dogenous variables, except for marginal utility Λt, are detrended by the technology level

Zt as xt = Xt/Zt. The marginal utility Λt is detrended as λt = Λt/Z−σt . The equilib-

rium conditions are log-linearized around a steady state. The log-linearized equilibrium

system is described in Appendix.

There are eight (independent) exogenous shocks in the model. They follow the

AR(1) process:

permanent technology: zzp
t = ρzpzzp

t−1 + σzpε
zp
t (33)

transitory technology: zzt
t = ρztzzt

t−1 + σztε
zt
t (34)

preference: zb
t = ρbzb

t−1 + σbε
b
t (35)

government purchases: zg
t = ρgzg

t−1 + σgε
g
t (36)

investment adjustment cost: zi
t = ρizi

t−1 + σiε
i
t (37)

price markup: zp
t = ρpzp

t−1 + σpε
p
t (38)

wage: zw
t = ρwzw

t−1 + σwε
w
t (39)

monetary policy: zr
t = ρrzr

t−1 + σrε
r
t . (40)

where σxε
x
t is a structural shock to zx

t for x = zp, zt, b, g, i, p, w, and r;and εx
t is inde-

pendently and identically distributed (i.i.d.), with a mean of zero and standard deviation

of one.6

6The price markup shock zp
t is defined by

zp
t =

(1 − ξp)(1 − βξp(z∗)1−σ)
ξp

λ̃
p
t .

The wage shock zw
t is defined by

zw
t =

1 − ξw
ξw

× (1 − βξw(z∗)1−σ)λw

λw + ξ(1 + λw)

(
λ̃w

t + zℓt
)
.
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3 Data and Estimation Strategy

We use seven quarterly Japanese series as observable variables: real GDP per capita Yt,

real consumption per capita Ct, real investment per capita It, real wage Wt, hours worked

ℓt, consumer price index Pt, and overnight call rate Rn
t . As in Hirose and Kurozumi

(2012), the sample period is from 1981:Q1 to 1998:Q4. The model does not take into

account the non-linearity of monetary policy. The end of the sample period is then set

to exclude the zero nominal interest policy of the Bank of Japan.

Except for It and ℓt, the other series follow Hirose and Kurozumi (2012). Following

Kobayashi and Inaba (2006), It is defined as per capita gross fixed capital formation by

the private sector, which comprises private residential investment, private non-residential

investment, and change in private inventories; it is taken from the Economic and Social

Research Institute, Cabinet Office of Japan, the System of National Accounts. Following

Hayashi and Prescott (2002) and Kobayashi and Inaba (2006), ℓt is constructed by

ℓt =
Averaged hours worked per employed person × Employed person

Labor force
.

The data for the average hours worked per employed person are obtained from the Min-

istry of Health, Labour and Welfare, Monthly Labor Survey. The employed persons and

labor force data are obtained from the Ministry of Internal Affairs and Communications,

Labour Force Survey. Because our study focuses on the labor wedge, this definition of

ℓt is commonly used for calculating the labor wedge (see Shimer, 2009).7

In the log-linearized equilibrium system, the wage markup shock λw
t and the labor supply shocks zℓt cannot

be identified. Then, the wage shock zw
t is defined as the linear combination of the (log-linearized) wage

markup shock λ̃w
t , where λw is the steady-state value of λw

t and labor supply shock zℓt . See Appendix for

details.
7Considering housing and durable consumer goods is important in macroeconomics, In this paper,

following Hayashi and Prescott (2002) and Kobayashi and Inaba (2006), we employ the current data

construction method, but do not focus on these elements.

15



The observation equation is

100∆ log Yt

100∆ log Ct

100∆ log It

100∆ log Wt

100 log ℓt

100∆ log Pt

100∆ log Rn
t



=



z∗

z∗

z∗

z∗

ℓ∗

π∗

r∗ + π∗



+



ỹt − ỹt−1 + zzp
t

c̃t − c̃t−1 + zzp
t

ĩt − ĩt−1 + zzp
t

w̃t − w̃t−1 + zzp
t

ℓ̃t

π̃t

R̃n
t



+



σme
y mey

t

σme
c mec

t

σme
i mei

t

σme
w mew

t

σme
ℓ meℓt

σme
π meπt

σme
rn mern

t



(41)

where σme
j me j

t is the measurement error of variable j = y, c, i, w, ℓ, π, and rn. me j
t is

an i.i.d. shock in which the mean is zero and the standard deviation is one. The mea-

surement errors are necessary to allow for the non-existence of structural shocks in the

estimation. Generally, the number of exogenous shocks must be equal to or greater than

the number of observations. Otherwise, it becomes a case of stochastic singularity, and

the model cannot be estimated. There are seven observations and eight (independent)

structural shocks in this model. To allow for the non-existence of two or more structural

shocks, we need additional exogenous shocks: measurement errors to avoid stochastic

singularity.8

The growth rate of the labor wedge is calculated by the following observations:

100∆ log Labor Wedget = 100∆ log Ct − 100∆ log Yt + (1 + χ)∆ log ℓt. (42)

Most of the model parameters are estimated, while the following aspects are fixed:

The steady-state depreciation rate of capital stock is set to δ(u∗) = 0.06/4; the cost share

of capital in the production function is set to α = 0.37; and the steady-state wage markup

is set to λw = 0.20. These three parameter values are taken from Sugo and Ueda (2008).

Finally, the steady-state ratio of government purchases to output is set to g∗ = 0.30,

which is at the data mean.
8In Section 4, the case of no measurement errors is also considered to interpret the main results.
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Bayesian estimation is employed by using Dynare following Ferroni, Grassi, and

Leon-Ledesma (2015). The prior distributions of the parameters are presented in Tables

1 and 2. For the structural parameters σ, θ, χ, 1/ζ, µ, Φ, γw, ξp, γp, ξp, ϕr, ϕπ, and ϕy, the

prior distributions are the same as those in Hirose and Kurozumi (2012). For the steady-

state price markup λp, the mean and standard deviation of the prior distribution are taken

from Justiniano, Primiceri, and Tambalotti (2011); however, but the gamma distribution

is employed to fit the theory. For the steady-state growth rate z∗, labor supply ℓ∗, inflation

π∗, and real interest r∗, the means of prior distribution are set at the sample mean. For the

persistence parameters of structural shocks, the prior distribution is the beta distribution

with a mean of 0.5 and a standard deviation of 0.2.

The key setting of our estimation strategy is on the parameters of standard deviations

of structural shocks σx and those for measurement errors σme
j . We consider two types

of prior distributions: one, the inverse gamma distribution, which is standard in the

literature, with a mean of 0.5 and a standard deviation of infinity; and two, normal

distribution.

For the parameter of standard deviations of structural shocks σx, the mean is 0.1 and

the standard deviation is 10.9 For the parameter of standard deviations of measurement

errors σme
j , the mean is σdata

j /10 and the standard deviation is σdata
j , where σdata

j is the

standard deviation of observations.10 Because the inverse gamma distribution does not

support zero values, it assumes the existence of structural shocks and measurement er-

rors. The normal distribution supports zero value, and then, allows for the non-existence

9If the prior distribution is normal, the values of σx and σme
j can be negative. This is not a problem

because σx and σme
j themselves are not the standard deviations of structural shocks and measurement

errors. The structural shocks and the measurement errors in our model are formulated asσxε
x
t andσme

j me j
t ,

as explained in the equations (33)–(41). εx
t and me j

t are i.i.d., with a mean of zero and a standard deviation

of one. Then, the absolute values of σx and σme
j denote the standard deviations of structural shocks and

measurement errors.
10Even if we set the standard deviation of the prior distribution to σdata

j /2, our main claim does not

change.
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of structural shocks. We call the case of inverse gamma distribution as the IG w/o MEs

setting, and the case of normal distribution as the NN setting.

[Tables 1 and 2]

Following standard Bayesian likelihood approaches, we use the Kalman filter to eval-

uate the likelihood function of the log-linearized equilibrium system and the Metropolis–

Hastings algorithm to generate draws from the posterior distribution of the deep parame-

ters. For the ensuing analysis, 1 million draws are generated; their first half is discarded.

The target acceptance rate is approximately 30%.

4 Empirical Results

Posterior Estimates: The posterior estimates are presented in Tables 3 and 4. The IG

w/o MEs setting is the case in which the inverse gamma distribution is employed as the

prior distribution of the parameters for the standard deviation of structural shocks σx.

The IG w/o MEs setting is standard in the Bayesian estimation of DSGE models; how-

ever, it imposes the existence of structural shocks. In the NN setting, the normal distri-

bution is employed as the prior distribution of the parameters for the standard deviations

of structural shocks σx and measurement errors σme
j . It allows for the non-existence

of both structural shocks and measurement errors. It is the case in which we are most

interested.

[Tables 3 and 4]

In Table 3, most estimates are similar in two prior distributions. Table 4 implies that,

in the case of the NN setting, some structural shocks (transitory technology, preference,

government spending, price markup, and wage shocks) might not exist in the sense in

which the zero value lies inside the 90% credible intervals of the parameters for the
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standard deviations. The posterior mean is also close to zero for these parameters except

for σb (preference shock).

Our result is similar to the findings of Ferroni, Grassi, and Leon-Ledesma (2015,

2019), that the posterior means of the parameters for the standard deviations of the

government spending, price markup, and wage markup shocks are close to zero in the US

economy using the model of Smets and Wouters (2007). Our result is also related to that

of Justiniano, Primiceri, and Tambalotti (2013), who find that the variation of the wage

markup shock becomes minor if measurement errors are included in the observation

equations.11 As discussed by Justiniano, Primiceri, and Tambalotti (2013), if there is no

wage markup shock, then there is no trade-off between inflation and output stabilization.

Indeed, Chari, Kehoe, and McGrattan (2009) doubt the existence of a wage markup

shock as a fundamental structural shock. Our estimate implies that the wage shock

(including wage markup shock) might not exist as per their conjecture. However, the

labor wedge is driven by other structural shocks in our model.

Driving sources of business cycles and the labor wedge: Table 5 shows the variance

decomposition of the output growth (100∆ log Yt) and the labor wedge (100 ∆ log la-

bor wedge). As in Tables 3 and 4, the IG w/o MEs setting shows a case in which the

inverse gamma distribution is employed as the prior distribution of standard deviation

of structural shocks σx, and the NN setting is the case in which the normal distribution

is employed as the prior distribution of standard deviation of structural shocks σx and

measurement errors σme
j .

[Table 5]

In the case of the IG w/o MEs setting, the main driving force of output fluctuation

11Justiniano, Primiceri, and Tambalotti (2013) employ inverse gamma distribution as a prior distribution

of the parameters for the standard deviations of shocks, in contrast to this study, which employs normal

distribution to allow for the non-existence of shocks.
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is the investment adjustment cost shock. The preference, government, and permanent

technology shocks are also important. The importance of the investment adjustment

cost shock is consistent with the findings made by Justiniano, Primiceri, and Tambalotti

(2010, 2011) and Hirose and Kurozumi (2012). However, the main driving force of

the labor wedge is the preference and transitory technology shocks. The driving force

of the labor wedge is then different from that of output fluctuation. According to this

result, the investigation of the labor wedge is not promising to understand business cycle

fluctuations.

In the case of the NN setting, the main driving force of both output fluctuation and

the labor wedge is the permanent technology shock. This finding is consistent with that

of Kaihatsu and Kurozumi (2014a, 2014b), who find that technology shock is the main

driving force of business cycles, both in the United States and Japan. The investment

adjustment cost shock is also important for these two variables, as in the result of the

IG w/o MEs setting. According to this estimate, output and the labor wedge are mainly

driven by the same structural shocks. In this study, the NN setting is considered a better

prior distribution because it allows for the non-existence of structural shocks. Therefore,

the investigation of the labor wedge fluctuations is promising to understand business

cycles.

Why does the permanent technology shock become the driving source of both output

and labor wedge fluctuations in the NN setting? Table 4 shows that the posterior means

of σb and σzt in the NN setting are much smaller than those in the IG w/o MEs setting,

and the zero value lies inside the 90% credible intervals. This is possible because the NN

setting allows for the non-existence of structural shocks. In addition, the posterior mean

of σzp in the NN setting is more than twice as large as that in the IG w/o MEs setting.

In other words, the difference in the results can be interpreted as a result of the smaller

variation in the preference and temporary technology shocks and the larger variation in

the permanent technology shock.
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Then, by what mechanism do the variation in these shocks change? We think that

the keys are the log-linearized version of the aggregate production function (30), given

by

ỹt = (1 + ϕ)
{
zzt

t + (1 − α)ℓ̃t + α(ũt + k̃t−1 − zzp
t )

}
,

and the log-linearized version of the marginal utility of consumption (14), given by(
1 − θ

z∗

) (
1 − βθ

(z∗)σ

)
λ̃t = −σ

{
c̃t −

θ

z∗
(c̃t−1 − zzp

t )
}
+

(
1 − θ

z∗

)
zb

t

+
βθ

(z∗)σ

[
σ

{
Etc̃t+1 + Etz

zp
t+1 −

θ

z∗
c̃t

}
−

(
1 − θ

z∗

)
Etzb

t+1

]
.

Then, through the aggregate production function, the variation of the temporary tech-

nology shock zzt
t is replaced by the variation of the permanent technology shock zzp

t . In

addition, as the variation of permanent technology shock becomes larger, the variation

of preference shock zb
t becomes smaller through the marginal utility of consumption.

Roles of prior distribution and measurement errors: We also find that the main

driving force of both output fluctuation and the labor wedge is the same in the case of the

NN setting, whereas the driving force of the labor wedge is different from that of output

fluctuation in the case of the IG w/o MEs setting. There are two differences between the

IG w/o MEs setting and the NN setting: prior distribution and the measurement errors.

Which among the two, then, is important for this result?

To focus on this point, two alternative cases are considered. One is the N w/o MEs

setting wherein normal distribution is employed as the prior distribution of the param-

eters for the standard deviation of structural shocks σx and no measurement errors are

included. This can be seen as a case in which the prior distribution is changed from the

IG w/o MEs setting. The other is the IGIG setting wherein the inverse gamma distribu-

tion is employed as the prior distribution of the parameters for the standard deviations of

structural shocks σx and measurement errors σme
j . Here, measurement errors are added

to the IG w/o MEs setting.
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Table 6 shows the variance decomposition of the output growth (100∆ log Yt) and

the labor wedge (100 ∆ log labor wedge) in the cases of the N w/o MEs setting and the

IGIG setting.

[Table 6]

In the case of the N w/o MEs setting, the main driving force of output fluctuation

is the investment adjustment cost shock, as in the IG w/o MEs setting. The fraction

accounted for by the investment adjustment cost shock is much larger than the result

in the IG w/o MEs setting, and the roles of the preference, government, and permanent

technology shocks are limited. The main driving force of the labor wedge is the prefer-

ence and transitory technology shocks. Then, the main driving force of the labor wedge

fluctuation is different from that of output fluctuation. Therefore, the change in the prior

distribution alone is not enough to overturn the implication of the IG w/o MEs setting.

In the case of the IGIG setting, the main driving force of output fluctuation is the

investment adjustment cost, as in the N w/o MEs setting and the IG w/o MEs setting. The

fraction accounted for by the preference and investment adjustment cost shocks is almost

same as in the N w/o MEs, and the fraction accounted for by the permanent technology

shock is almost same as in the IG w/o MEs setting. The labor wedge fluctuations are

mainly driven by the preference, investment adjustment cost, and transitory technology

shocks. Then, the main driving force of the labor wedge fluctuation is different from

that of output fluctuation. Therefore, measurement error alone is not enough to overturn

the implication of the IG w/o MEs setting.

Finally, the combination of the change in the prior distribution and the inclusion of

the measurement errors is important to obtain the main finding in the case of the NN

setting: that the driving source of the output fluctuation and the labor wedge is the same.

NN setting is the best fit setting in our estimations. Table 7 shows the marginal log

likelihoods in four estimations: (1) IG w/o MEs setting, (2) NN setting, (3) N w/o MEs

setting, and (4) IGIG setting. We find that the N w/o MEs setting is not better than the
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IG w/o MEs setting. Then, the change in prior distribution itself does not improve the

estimation result. By contrast, the IGIG setting is better than the IG w/o MEs setting

in Table 7. Then, the inclusion of measurement errors improves the estimation result.

However, the marginal log likelihood in the case of the NN setting obtained in Table 7

is better than the cases of the N w/o MEs setting and the IGIG setting. Therefore, the

combination of the change in prior distribution and the inclusion of measurement errors

is the best setting in these estimations.

[Table 7]

5 Concluding Remarks

The labor wedge has been investigated by various researchers as an important variable to

understand business cycle fluctuations. In this study, we estimated the main sources of

the labor wedge and business cycle in the Japanese economy using a canonical medium-

scale DSGE model with many nominal and real frictions and structural shocks. We

employed a more flexible prior distribution of the parameters for the standard deviations

of structural shocks and measurement errors to allow for the non-existence of structural

shocks. However, in standard Bayesian estimation, the standard prior distribution of the

parameters for the standard deviations of the shocks is an inverse gamma distribution,

which does not support a zero value.

Our estimation results imply that the labor wedge is mainly driven by preference and

transitory technology shocks, whereas the business cycle is mainly driven by the invest-

ment adjustment cost shock. Meanwhile, under our relaxed prior distribution, which

allows for the non-existence of structural shocks, the estimation results show that both

the labor wedge and business cycles are mainly driven by the permanent technology and

investment adjustment cost shocks. Our results also imply that the investigation of the

labor wedge is promising to understand business cycles because both the labor wedge
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and business cycles are driven by the same structural shocks. Indeed, the labor market

policies would be important for macroeconomic stability.

However, a limitation of this paper is that our medium-scale DSGE model does not

include matching frictions, home production, and collateral constraint. While these fric-

tions are investigated by existing works on the labor wedge, as a first step, we consider

the canonical medium-scale DSGE model without such frictions in our examination.

One of our future tasks would be to investigate the driving sources of business cycles

and the labor wedge in a DSGE model with such frictions.
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Appendix: Log-Linearized Equilibrium Conditions

The variable with tilde x̃t is defined as the log deviation of xt from its steady-state value

x∗:

x̃t = log(xt) − log(x∗).

The log-linearized equilibrium system of our medium-scale DSGE economy is described

as follows:

The marginal utility of consumption (14) is(
1 − θ

z∗

) (
1 − βθ

(z∗)σ

)
λ̃t = − σ

{
c̃t −

θ

z∗
(c̃t−1 − zzp

t )
}
+

(
1 − θ

z∗

)
zb

t

+
βθ

(z∗)σ

[
σ

{
Etc̃t+1 + Etz

zp
t+1 −

θ

z∗
c̃t

}
−

(
1 − θ

z∗

)
Etzb

t+1

]
.

The Euler equation for nominal bond (15) is

λ̃t = Etλ̃t+1 − σEtz
zp
t+1 + R̃n

t − Etπ̃t+1.

The capital utilization (16) is

ũt = µ(R̃k
t − q̃t).

The Euler equation for investment (17) is

1
ζ

{
ĩt − ĩt−1 + zzp

t + zi
t

}
= q̃t +

β(z∗)1−σ

ζ

{
Et ĩt+1 − ĩt + Etz

zp
t+1 + Etzi

t+1

}
.
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The Euler equation for capital (18) is

q̃t = Etλ̃t+1 − λt − σEtz
zp
t+1 +

β

(z∗)σ
{
RkEtR̃k

t+1 + (1 − δ)Etq̃t+1

}
.

The New Keynesian Phillips curve (9) is

π̃t − γpπ̃t−1 = β(z∗)1−σ(Etπ̃t+1 − γpπ̃t) +
(1 − ξp)(1 − βξpz1−σ)

ξp
m̃ct + zp

t .

where zp
t is the price markup shock defined by

zp
t =

(1 − ξp)(1 − βξp(z∗)1−σ)
ξp

λ̃
p
t .

The New Keynesian wage Phillips curve (23) is

w̃t − w̃t−1 + π̃t − γwπ̃t−1 + zzp
t

= βz1−σ(Etw̃t+1 − w̃t + Etπ̃t+1 − γww̃t + Etz
zp
t+1)

+
1 − ξw
ξw

(1 − βξw(z∗)1−σ)λw

λw + χ(1 + λw)

(
χℓ̃t − λ̃t − w̃t + zb

t

)
+ zw

t ,

where zw
t is the wage shock defined by

zw
t =

1 − ξw
ξw

× (1 − βξw(z∗)1−σ)λw

λw + ξ(1 + λw)

(
λ̃w

t + zℓt
)
.

In the log-linearized equilibrium system, the wage markup shock λw
t and the labor sup-

ply shocks zℓt cannot be identified. Then, the wage shock zw
t is defined as the linear

combination of the (log-linearized) wage markup shock λ̃w
t , where λw is the steady-state

value of λw
t and labor supply shock zℓt .

The monetary policy rule (24) is

R̃n
t = ϕrR̃n

t−1 + (1 − ϕr)

ϕπ
1

4

3∑
j=0

π̃t− j

 + ϕy(ỹt − ỹP
t )

 + zr
t .

The potential output (25) is

ỹP
t = −α(1 + ϕ)zzp

t ,
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where ϕ = Φ/y∗, and y∗ is the steady-state value of detrended output Yt/ZP
t . The evolu-

tion of aggregate capital (26) is

k̃t =
1 − δ

z∗
(k̃t−1 − zzp

t ) − R̄k

z∗
ũt +

(
1 − 1 − δ

z∗

)
ĩt.

The cost-minimization conditions (28) and (29) are

ũt + k̃t−1 − ℓ̃t − zzp
t = w̃t − R̃k

t ,

m̃ct = (1 − α)w̃t + αR̃k
t − zzt

t .

The aggregate production function (30) is

ỹt = (1 + ϕ)
{
zzt

t + (1 − α)ℓ̃t + α(ũt + k̃t−1 − zzp
t )

}
.

The resource constraint (31) is

ỹt =
c∗

y∗
c̃t +

i∗

y∗
ĩt +

g∗

y∗
zg

t .

The evolutions of the exogenous structural shocks are given by the equations from (33)

to (40).
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Table 1: Prior Distribution (1/2)

Parameter Distribution Mean SD

σ Relative risk aversion Gamma 1.0000 0.3750

θ Habit persistence Beta 0.7000 0.1500

χ Inverse of Frisch elasticity of labor supply Gamma 2.0000 0.7500

1/ζ Inverse of adj. cost of investment Gamma 4.0000 1.5000

µ Inverse of elasticity of utilization adj. cost Gamma 1.0000 1.0000

Φ Fixed cost in production function Gamma 0.0750 0.0125

γw Wage indexation Beta 0.5000 0.2500

ξw Wage stickiness Beta 0.3750 0.1000

γp Price indexation Beta 0.5000 0.2500

ξp Price stickiness Beta 0.3750 0.1000

λp Steady-state price markup Gamma 0.1500 0.0500

z∗ Steady-state output growth Gamma 0.353 0.0500

ℓ∗ Steady-state hours worked Normal 0.0000 0.0500

π∗ Steady-state inflation Gamma 0.341 0.0500

r∗ Steady-state real interest rate Gamma 1.088 0.0500

ϕr Interest rate smoothing Beta 0.8000 0.1000

ϕπ Monetary policy response to inflation Gamma 1.7000 0.1000

ϕy Monetary policy response to output Gamma 0.125 0.0500
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Table 2: Prior Distribution (2/2)

(1) IG w/o MEs setting (2) NN setting

Parameter Mean SD Mean SD

ρzp Persistence of permanent technology shock Beta 0.5 0.2 Beta 0.5 0.2

ρzt Persistence of transitory technology shock Beta 0.5 0.2 Beta 0.5 0.2

ρb Persistence of preference shock Beta 0.5 0.2 Beta 0.5 0.2

ρi Persistence of investment adj. cost shock Beta 0.5 0.2 Beta 0.5 0.2

ρg Persistence of government shock Beta 0.5 0.2 Beta 0.5 0.2

ρw Persistence of wage shock Beta 0.5 0.2 Beta 0.5 0.2

ρp Persistence of price markup shock Beta 0.5 0.2 Beta 0.5 0.2

ρr Persistence of monetary policy shock Beta 0.5 0.2 Beta 0.5 0.2

σzp SD of permanent technology shock IG 0.5 Inf Normal 0.1 10

σzt SD of transitory technology shock IG 0.5 Inf Normal 0.1 10

σb SD of preference shock IG 0.5 Inf Normal 0.1 10

σi SD of investment adj. cost shock IG 0.5 Inf Normal 0.1 10

σg SD of government shock IG 0.5 Inf Normal 0.1 10

σw SD of wage shock IG 0.5 Inf Normal 0.1 10

σp SD of price markup shock IG 0.5 Inf Normal 0.1 10

σr SD of monetary policy shock IG 0.5 Inf Normal 0.1 10

σme
y SD of ME of GDP NA NA NA Normal σdata

y /10 σdata
y

σme
c SD of ME of consumption NA NA NA Normal σdata

c /10 σdata
c

σme
i SD of ME of investment NA NA NA Normal σdata

i /10 σdata
i

σme
w SD of ME of wage NA NA NA Normal σdata

w /10 σdata
w

σme
ℓ SD of ME of hours worked NA NA NA Normal σdata

ℓ /10 σdata
ℓ

σme
π SD of ME of inflation NA NA NA Normal σdata

π /10 σdata
π

σme
rn SD of ME of call rate NA NA NA Normal σdata

rn /10 σdata
rn

Notes: IG denotes the inverse gamma distribution. ME denotes measurement error. σdata
x

is the standard deviation of actual data for x = y, c, i, w, ℓ, π, and rn.
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Table 3: Posterior Estimates (1/2)

(1) IG w/o MEs setting (2) NN setting

no Measurement Errors with Measurement Errors

(Prior on σx: Inverse Gamma) (Prior on σx and σme
j : Normal)

Mean 90% credible interval Mean 90% credible interval

σ 1.8176 [ 0.2985 , 3.3961 ] 2.3811 [ 1.6397 , 3.1031 ]

θ 0.6795 [ 0.2730 , 0.9815 ] 0.3660 [ 0.1837 , 0.5416 ]

χ 2.1229 [ 1.2790 , 3.0523 ] 1.3495 [ 0.6600 , 2.0457 ]

1/ζ 6.8186 [ 3.3844 , 10.0621 ] 4.1703 [ 1.8334 , 6.3872 ]

µ 2.1878 [ 0.4406 , 3.8635 ] 0.0705 [ 0.0000 , 0.1595 ]

Φ 0.0776 [ 0.0559 , 0.0969 ] 0.0739 [ 0.0543 , 0.0936 ]

γw 0.5891 [ 0.2273 , 0.9791 ] 0.4347 [ 0.0248 , 0.8217 ]

ξw 0.5965 [ 0.5131 , 0.6786 ] 0.4664 [ 0.3246 , 0.6080 ]

γp 0.4481 [ 0.1126 , 0.7982 ] 0.4034 [ 0.0174 , 0.7739 ]

ξp 0.705 [ 0.6407 , 0.7655 ] 0.5307 [ 0.3590 , 0.7103 ]

λp 0.3066 [ 0.1882 , 0.4234 ] 0.1494 [ 0.0687 , 0.2252 ]

z∗ 0.3222 [ 0.2530 , 0.3900 ] 0.4777 [ 0.3907 , 0.5701 ]

ℓ∗ -0.0005 [ -0.0828 , 0.0820 ] -0.0022 [ -0.0857 , 0.0803 ]

π∗ 0.3586 [ 0.2725 , 0.4461 ] 0.3427 [ 0.2588 , 0.4236 ]

r∗ 1.0655 [ 0.9863 , 1.1400 ] 1.0119 [ 0.9367 , 1.0871 ]

ϕr 0.6897 [ 0.5943 , 0.7849 ] 0.6090 [ 0.5058 , 0.7182 ]

ϕπ 1.7645 [ 1.6089 , 1.9194 ] 1.7154 [ 1.5632 , 1.8679 ]

ϕy 0.1064 [ 0.0426 , 0.1932 ] 0.1163 [ 0.0616 , 0.1697 ]
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Table 4: Posterior Estimates (2/2)

(1) IG w/o MEs setting (2) NN setting

no Measurement Errors with Measurement Errors

(Prior on σx: Inverse Gamma) (Prior on σx and σme
j : Normal)

Mean 90% credible interval Mean 90% credible interval

ρzp 0.5532 [ 0.2259 , 0.8721 ] 0.3854 [ 0.1779 , 0.5799 ]

ρzt 0.9613 [ 0.9361 , 0.9864 ] 0.4739 [ 0.1031 , 0.8281 ]

ρb 0.3091 [ 0.0191 , 0.6505 ] 0.6274 [ 0.2774 , 0.9948 ]

ρi 0.5005 [ 0.2382 , 0.7497 ] 0.8813 [ 0.8147 , 0.9506 ]

ρg 0.7292 [ 0.3163 , 0.9946 ] 0.4719 [ 0.0822 , 0.8315 ]

ρw 0.1049 [ 0.0138 , 0.1976 ] 0.7633 [ 0.3516 , 0.9892 ]

ρp 0.9462 [ 0.9078 , 0.9853 ] 0.4963 [ 0.1661 , 0.8395 ]

ρr 0.539 [ 0.3479 , 0.7348 ] 0.4162 [ 0.2233 , 0.6027 ]

σzp 0.5216 [ 0.1752 , 0.8636 ] 1.1108 [ 0.8277 , 1.5184 ]

σzt 0.8466 [ 0.7051 , 0.9857 ] 0.0056 [ -0.2459 , 0.2548 ]

σb 9.3614 [ 0.1110 , 20.7598 ] -0.1434 [ -1.8223 , 1.6020 ]

σi 5.3242 [ 3.6466 , 7.0190 ] 7.1110 [ 2.9951 , 11.2634 ]

σg 1.5095 [ 1.0323 , 1.9465 ] 0.0388 [ -0.9004 , 0.9858 ]

σw 0.9992 [ 0.8245 , 1.1594 ] 0.0369 [ -0.2661 , 0.3446 ]

σp 0.1569 [ 0.0937 , 0.2253 ] -0.0025 [ -0.2026 , 0.1987 ]

σr 0.1192 [ 0.1006 , 0.1368 ] 0.0939 [ 0.0714 , 0.1169 ]

σme
y NA NA 0.1213 [ -0.5871 , 0.6286 ]

σme
c NA NA 0.0463 [ -0.6649 , 0.6937 ]

σme
i NA NA 2.7165 [ 2.2638 , 3.1748 ]

σme
g NA NA 0.8827 [ 0.7491 , 1.0164 ]

σme
ℓ NA NA -0.0972 [ -0.4815 , 0.4505 ]

σme
π NA NA 0.0109 [ -0.1614 , 0.1673 ]

σme
rn NA NA 0.0007 [ -0.0459 , 0.0463 ]
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Table 5: Variance Decompositions (1):Baseline

(1) IG w/o MEs setting (2) NN setting

no Measurement Errors with Measurement Errors

(Prior on σx: Inverse Gamma) (Prior on σx and σme
j : Normal)

100∆ log Yt 100∆ log Labor Wedget 100∆ log Yt 100∆ log Labor Wedget

zb 28.46 50.47 0.02 0.38

zi 35.03 5.81 12.55 19.59

zg 9.56 4.57 0.01 0.08

zw 0.78 7.70 0.08 0.95

zp 5.06 5.31 0.00 0.00

zr 0.19 2.79 0.24 4.53

zzp 12.44 0.73 85.80 62.40

zzt 8.47 22.62 0.00 0.05

mey NA NA 1.30 1.46

mec NA NA 0.00 0.21

mei NA NA 0.00 0.00

meℓ NA NA 0.00 10.35

mew NA NA 0.00 0.00

meπ NA NA 0.00 0.00

mern NA NA 0.00 0.00

Note: Infinity-horizon forecast error variance decompositions are performed.
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Table 6: Variance Decompositions (2): Alternative Estimations

(3) N w/o MEs setting (4) IGIG setting

no Measurement Errors with Measurement Errors

(Prior on σx: Normal) (Prior on σx and σme
j : Inverse Gamma)

100∆ log Yt 100∆ log Labor Wedget 100∆ log Yt 100∆ log Labor Wedget

zb 13.74 23.95 13.59 27.58

zi 66.21 15.06 68.54 19.92

zg 9.85 6.71 2.09 1.54

zw 0.32 8.78 0.95 6.34

zp 3.73 3.14 0.03 0.15

zr 0.19 3.89 0.08 2.72

zzp 0.06 0.01 12.67 0.34

zzt 5.90 38.87 0.03 23.98

mey NA NA 2.03 0.27

mec NA NA 0.00 0.06

mei NA NA 0.00 0.00

meℓ NA NA 0.00 17.09

mew NA NA 0.00 0.00

meπ NA NA 0.00 0.00

mern NA NA 0.00 0.00

Note: Infinity-horizon forecast error variance decompositions are performed.
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Table 7: Marginal Log Likelihoods

(1) IG w/o MEs setting (2) NN setting

no Measurement Errors with Measurement Errors

(Prior on σx: Inverse Gamma) (Prior on σx and σme
j : Normal)

-570.705 -549.151

(3) N w/o MEs setting (4) IGIG setting

no Measurement Errors with Measurement Errors

(Prior on σx: Normal) (Prior on σx and σme
j : Inverse Gamma)

-570.916 -557.397
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